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SYSTEMS OF SYSTEMS

Exascale Supercomputer

~10x Eascale

Productivity and agility for
HPC and Al applications

Systems-of-systems

Integrate, automate and
optimize workflows that
combine theory, simulation,

experiments and observations
Federated workflows from scientific instruments

For modeling, simulation, data
analytics, and artificial intelligence
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TRENDS IMPACTING SCIENCE

N

\
Particle Accelerators w\\

ke
____________ &
HH] . ........... 1

Solar Array o~
~J

2 =

/lc}\/ C/Xk /D\ Wind Farm:
I\ o |l & /\mrﬂ-fh ,

‘)

/
Electron

5
~ .
Microscopes

- <

Y

=

Science Data
* Exponential growth

* Large variety
* Fueled by Al
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THE DATA AND Al CHALLENGE

DATA IS OVERWHELMING
COMPUTE AND NETWORKING

2 | Al&Edge Devices
& I fuel data growth
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A MOTIVATING EXAMPLE: EDGE-TO-HPC SCIENCE WORKFLOW
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--------------------------------------------- Manual, ad-hoc experiment tracking,
limited lineage and reproducibility

streaming
data,
high-speed

Execution in network

silos, separate :jt> 4D-STEM data
platforms, ;

Edge Al computer

! 3D atom positions
limited
automation, Trained Al/ML NNs ™

Simulation

lot of human . Ielas ce)

interaction ter 3D atom positions

Material properties

. Co-Scheduling, Metadata ,
Manual datasiagins.saparate agement, Experiment Tracklng
orchestratlgm,g:lﬁfﬁgult interaction and Optimization



PERFORMANT PRODUCTIVITY /

PROGRAMMING ENVIRONMENT
Empowering users through workflows

SELF-LEARNING,

EDGE i TRUSTWORTHY Al
L DATA FOUNDATION
= EDGE Machine learning platform to
COMPUTE ; 9p
build a community of knowledge
EDGE TO EXASCALE o e
ORCHESTRATION AND

to transform scientific discovery

.

PIPELINE MANAGEMENT i

¢
G HETEROGENOUS
COMPUTING
Fluidly assembling as
data changes and new
opportunities emerge
DATA-ACCELERATED

NETWORK FABRIC
/\—/ INFRASTRUCTURE

7 l ERVASIVE SECURITY

at every level

STORAGE INFRASTRUCTURE



(1) PERFORMANCE PRODUCTIVITY & PROGRAMMING ENVIRONMENT

|
Q Q
| Data prep and ETL I—)l Model development and training )| Model deployment and inference
Al/ ML
Programming —)l TensorFlow  PyTorch Keras Deployed Al
applications
(MLFlow, Seldon,
Hyper- Neural Visualization, TF Serving, ...)
Al Data DL parameter architecture Testing and
(Airflow, DVC, data search search (NAS) Debugging Model
Pachyderm, cache Registry

Spark, ..) Distributed Experiment Combined
fraining tracking Al +HPC .

: (e.g., SmartSim)

https://github.com/ https://github.com/determined-ai e :
paChYderm E %gapabilirymutcome
| Partial Model Emulation
Cluster sharing and resource management — p——
e nline Inference Smartsim
Simulation % “ Computational Steering °
HPC —> HPC Programming Environment online Anayer
Programming
HPC Optimized Runtime Environment | ; ; Interactive Visualization
Optimized HPC + Al Infrastructure https://github.com/CrayLabs/SmartSim
| s
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(2) EDGE-TO-EXASCALE ORCHESTRATION

e Edge-to-Exascale SDK

« Helps to manage the lifecycle of Edge DataSources Edge Compute & Data Services Data Center Compute
edge Al + HPC WorkﬂOWS Science Tools & Instruments Workflows, Orchestration, Optimization Al, Analytics, Modeling and Simulation
« Coordinates data movement, data B, e r— Deep Learning ..
transfer nodes, models and job el &7 Detafiterng " Al Models Training
heduli e o { Light Edge Reduced Data . DataCenter
scheduling r// . Compute i
(@ =
e Edge-friendly job scheduling A I
. . <\ = +" Alnferencing
« Intelligent techniques and tools for Rl I vy Edae
. : Feav e :
orchestrating workflows and : - i “Compute ¢ | Trained Models
refactoring experiments nl{ﬂ__l\Q : '
I A L Tt e et
Iy 4mmmmmm WORKFLOWS )
¢ |nS‘|'rumen‘|' StaCk Users *HHUH Queries Dashboards Batch Jobs Feedback Interactive Analytics Operations
« Software stack based on open
platforms

— K



(3) SELF LEARNING, TRUSTWORTHY, Al DATA FOUNDATION

e Separate layer
« Common Metadata Framework (API, client, and server)
» Agnostic of storage and ML platforms
» Links data, pipelines, models and outcomes
e Tracks and learns from workflow history

e Open, community-based
« Built on open-source foundation (Git, DVC, MLMD...)
« Designed for scale, and exponential growth in scientific
data and artifacts
« Makes data, metadata, models and experiments
shareable across teams and communities

e Speed up data-driven scientific discovery

https://github.com/HewlettPackard/cmf

E—

Machine Learning Platform

Al Pipelines

Data Ingestion, Cleanup, Model Engineering, Validation, Serving

Frameworks and MLOps Platforms
Spark, Sklearn, TensorFLow / Pytorch, Mlflow, Kubeflow, etc.

Self-Learning Data Foundation

Data Storage Systems
PFS, object stores (HPC, Cloud, Edge)

10



EXAMPLE: NORTHBOUND INTELLIGENCE Active Learning

e Extract insights from data in complex workflows (adaptive training flow)
Utilities and infrastructure for lineage and
provenance interception of Al/ML workflows

Meta-learning capabilities: historical correlations

help building robust and explainable models I Retraining [<— | Labeling
« |dentify data of highest importance for quality = _]_
e Spans the training and inference flows, closing the Training: Model Data Slice L3:
loop between monitoring and model update (HPC) Store informative + Diverse Samples],
f . Servmg: Single Model StreBaurzing :d:
~ Accuracy vs. Number of Iterations (HPC or Edge) Model Ensemble '\
D] 4
e Selection L 1 Assess
é Single Training, all data labeled Threshold Inference 'I r uQ 'I r Diversity
D)
@ Active Legrning, 4/. lﬁj I I_h I |_b|
© >50% labél reduction | _—® 15/32
> Pl 7116 labeled data . u | |
% 3/8 labeled data Data Slice L1 : Data Slice L2 : Data Slice L3 :
c A labeled data Candidate Samples  Informative Samples |hfo + Diverse Samples
S «
9
S

Number of Iterations

I]

11



(5) HETEROGENEOUS COMPUTING

Resource
components

b _

Memory

2

Compute

Data

Accelerator

Interconnect

E—

®000000

Edge networks
........ BN

\I/

Edge Compute
» Energy efficiency
e Persistent memory
e Alinference acceleration

Specialized Systems

e High-performance data analytics
e Large shared memory
e Special-purpose accelerators
o Al

fraining clusters

General-purpose
cloud and data
Infrastructure

e Composable

( Illl

N

Exascale Systems

e 100,000+ components
o Ultra-fast, performance optimized
e 20x more energy-efficient than

state-of-the-art

/
D

... and beyond

Algorithm Optimized
Analog computing
Neuromorphic computing
Quantum computing



EXAMPLE: ANALOG IN-MEMORY COMPUTING FOR DECISION TREES

Analog Computing Element

£ 595 | I Virginica

| [
| [es

| = 4.95 | I Virginica
g | Iv-elsu

G. Pedretti et al,
Nature Comm. 12, 5806 (2021)

68M ACAM elements (4k cores of
256x65) connected with an H-tree NoC

On-the-fly parallel reduction avoids
overheads for large scale models

20W power budget

Novel Microarchitecture

Depth and width independent
throughput scaling, massively parallel
node traversal in ACAM

Enables large scale model inference
without performance loss

X-TIME: eXplainable Tree In-Memory Engine

Scalable performance

1072
n
>
o
§ 1075
o GPU
108 -
1 2 3 4 5 6 7 Digital ASIC
0 Dataset [ID]
—10
2 . X-TIME
Lo s
= 10
b3
210’
o
F 106

1 p 3 4 5 6 7
Dataset [ID]

Up to 9,740x lower latency compared with
GPU (V100) at higher throughput

Up to 8x higher throughput compared to
digital ASIC at lower latency
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(5) DATA-ACCELERATED STORAGE

Data Silos

Integrated

1OIA}

Edge Data Sources Edge Compute :
Data !

W3 o o
el |

Light Edge i
Compute :

Heavy Edge
Compute

«-»

Data

Streaming

----+ Data Integration O<] O %

Data Center (Multi Tenant)

Al Compute

Simulation
Compute

Data

Training Sets
Parallellism

Models Performant

+» Data Transformation Curation

Cleansing

SIGCEINS

Archives

Distributed
Memory

Analytics
Compute

In-Memory Data



(6) NETWORK INFRASTRUCTURE

e Extending HPC networks to the edge: L3 WAN ftraffic
compute, storage, devices Federated across locations

e Accelerators driving injection Datacenter
(100 Gbps =2 200 Gbps)

e Photonics remains challenging
(copper @ 200 Gbps within rack works!)

HPC Datacenter

e Blending of supercomputer + cloud: Encrypted tu WAIriile
HPC-aaS, single job with 1,000 RDMA traffi
instances, QoS, privacy and security inpslees

e Growing interest in HPC functionality
at Ethernet link / fransport (RDMA,
offloading, isolation, progression, Edge
collectives, flow-based congestion, ...) Compute

Al traffic + storage traffic

Converged Ethernet for Performance Congestion
interoperability at scale control + multi-tenancy

: | 15



(7) PERVASIVE SECURITY

Platform trust + Real time detection e Advanced Persistent Threats (APT)

o Breech-to-discovery time: ~100 days [FireEye 2018]
e
Supply Chain: top security concern of most governments
—
—
—
—
P— « Manifest of pluggable hardware components
Deep Supply Chain Attestation
e ] . et bt
« Manifest of all parts, signed, maintained via blockchain
o
https://www.hpe.com/us/en/security/project-aurora.html
—1 | 16

 How to secure what is manufactured, delivered, where

Extend silicon root of trust in real time

o Detect zero-day threats without signatures

« Continuous kernel integrity check (in seconds)

e Verification of pluggable hw components and firmware
IDevID and Platform Certificates (launched June '21)

« Factory-issued X.509 server and TCG certificates
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WRAPPING UP

» Al and data are disrupting science
“Al will not replace scientists,
but scientists that use Al
will replace those who don’t”

e Complex science workflows will
span from the experimental edge to
extreme-scale computing

e Today’s Exascale generation may be
the last of “monolithic”
supercomputers

e The next breakthrough will require
a “Systems-of-Systems” view

—

PERFORMANT PRODUCTIVITY /
PROGRAMMING ENVIRONMENT
Empowering users through workflows

- - EDGE
' COMPUTE
EDGE TO EXASCALE

ORCHESTRATION AND
PIPELINE MANAGEMENT }

SELF-LEARNING,
TRUSTWORTHY Al

DATA FOUNDATION
Machine learning platform to
build a community of knowledge

DATA
CENTER

to transform scientific discovery

4

¢
% HETEROGENOUS
COMPUTING
-> Fluidly assembling as
data changes and new
opportunities emerge
DATA-ACCELERATED 3 NETWORK FABRIC
STORAGE INFRASTRUCTURE = INFRASTRUCTURE

O PERVASIVE SECURITY
a

t every level

SYSTEMS OF SYSTEMS
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