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Deep Learning Requires GPU Supercomputers

Tokyo Tech. introduced the first 
GPU Supercomputer in the world
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Scaling Laws of Transformers
Language Kaplan et al. “Scaling Laws for Neural Language Models”, arXiv:2001.08361

Vision Zhai et al. “Scaling Vision Transformers”, arXiv:2106.04560 
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Pre-training of Vision Transformers

Just using larger data
gives the same accuracy

Just making the model
larger gives worse accuracy

● The pre-training of large 
vision transformers requires 
large datasets 
■ Large models alone do 

not lead to better results 
■ Large data alone do not 

lead to better results 

● The largest dataset 
JFT-300M is own by Google 
and is not available publicly
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Open-source Multi-modal Datasets

● Classifying into a million bins? 
■ Classification doesn’t scale 
■ Hierarchical labels? 

● Vision+Language models 
■ Pair of text and image 
■ Works at scale

CIFAR10 ImageNet
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Vision + Language Models
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Vision + Language Models

GLIDE

Dall-E2

Imagen

Parti

● Mix of modalities 
■ Text encoder 
■ Vision encoder 
■ Diffusion model 

● Diffusion models are 
extremely good at generating 
high res. images 

● Using a good language model 
(T5-XLL) is important
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Model size
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Dataset size
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INCITE Project

● Project Members 
■ Irina Rish (University of Montreal) 
■ Sergey Panitkin (University of Montreal) 
■ Guillaume Dumas (University of Montreal) 
■ Stella Biderman (EleutherAI) 
■ Jenia Jitsev (Jülich Supercomputing Centre) 
■ Mehdi Cherti (Jülich Supercomputing Centre) 
■ Quentin Anthony (Ohio State University) 
■ Guillermo Cecchi (IBM Research) 
■ Rio Yokota (Tokyo Institute of Technology)
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INCITE Project

● Research Item 1: GPT-NeoX 

● Research Item 2: OpenCLIP

Data Strong Scalability

Data Strong Scalability
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Issues with Large Datasets

● Impossible to clean 
■ Privacy 
■ Copyright 
■ Racial/gender bias 

● Impossible to download 
■ Petabytes of data 
■ Scientific data is even larger 
■ Bandwidth not keeping up 

● Synthetic datasets 
■ No need to clean 
■ No need to download
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Training with Synthetic Images from Fractals

K. Nakashima, H. Kataoka, A. Matsumoto, K. Iwata, N. Inoue, Can Vision Transformers Learn without Natural Images? arXiv:2103.13023

ImageNet ⇒ 1million images

JFT-3B ⇒ 3 billion images
3000x
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Challenges when Handling Large Datasets
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Testing Various Synthetic Datasets
Different # vertices in RCDBDifferent synthetic datasets

Increasing the #parameters of the dataset Different #points to render 
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Synthetic Data is Competitive with Real Data
Classification (ImageNet-1k) Detection, Segmentation (COCO)

● ImageNet-21k is one of the largest open datasets 
● Our synthetic dataset gives slightly better accuracy
H. Kataoka, R. Hayamizu, R. Yamada, K. Nakashima, S. Takashima, X. Zhang, E. J. Martinez-Noriega, N. Inoue, R. Yokota,
“Replacing Labeled Real-image Datasets with Auto-generated Contours”, CVPR2022.
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Pre-training on Synthetic Data at Scale
ViT-B: epoch, effect of fine-tuning image size ViT-B vs ViT-L

Something is not working for ViT-L

Even ImageNet-21k results are bad for ViT-L

We need to find the optimal
hyperparameters for ViT-L

Pretraining with 10M images increases the downstream accuracy

Accuracy with i21k is 81.8、JFT-300M is 84.2

We achieve 83.7, which is close to JFT-300M
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Why does this work so well?

● We are only pre-training 
■ The model is fine-tuned on real data 
■ Your visual cortex is ready to learn when you are born 
■ Lower layers only learn local features 
■ Semantics are dealt with at higher layers 

● Advantage of synthetic datasets 
■ They can be improved continuously 
■ Real datasets are static and can only increase in quantity 
■ They can be investigated systematically 
■ What makes a good vision dataset?
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Thank You


